**Introduction**

**What is Machine Learning?**

Two definitions of Machine Learning are offered. Arthur Samuel described it as: "the field of study that gives computers the ability to learn without being explicitly programmed." This is an older, informal definition.

Tom Mitchell provides a more modern definition: "A computer program is said to learn from experience E with respect to some class of tasks T and performance measure P, if its performance at tasks in T, as measured by P, improves with experience E."

Example: playing checkers.

* E = the experience of playing many games of checkers
* T = the task of playing checkers.
* P = the probability that the program will win the next game.

**Supervised Learning**

In supervised learning, we are given a data set and already know what our correct output should look like, having the idea that there is a relationship between the input and the output.

Supervised learning problems are categorized into **"regression"** and **"classification"** problems. In a **regression** problem, we are trying to predict results within a **continuous** output, meaning that we are trying to map input variables to some **continuous** function. In a **classification** problem, we are instead trying to predict results in a **discrete** output. In other words, we are trying to map input variables into **discrete** categories.

**Example:**

Given data about the size of houses on the real estate market, try to predict their price. Price as a function of size is a *continuous* output, so this is a regression problem.

We could turn this example into a classification problem by instead making our output about whether the house "sells for more or less than the asking price." Here we are classifying the houses based on price into two *discrete* categories.

**Unsupervised Learning**

Unsupervised learning, on the other hand, allows us to approach problems with little or no idea what our results should look like. We can derive structure from data where we don't necessarily know the effect of the variables.

We can derive this structure by **clustering** the data based on relationships among the variables in the data.

With unsupervised learning there is no feedback based on the prediction results, i.e., there is no teacher to correct you. It’s not just about clustering. For example, associative memory is unsupervised learning.

**Example:**

*Clustering*: Take a collection of 1000 essays written on the US Economy, and find a way to automatically group these essays into a small number that are somehow similar or related by different variables, such as word frequency, sentence length, page count, and so on.

*Associative*: Suppose a doctor over years of experience forms associations in his mind between patient characteristics and illnesses that they have. If a new patient shows up then based on this patient’s characteristics such as symptoms, family medical history, physical attributes, mental outlook, etc the doctor associates possible illness or illnesses based on what the doctor has seen before with similar patients. This is not the same as rule based reasoning as in expert systems. In this case we would like to estimate a mapping function from patient characteristics into illnesses.

# Linear Regression with One Variable

## Model Representation

Recall that in \*regression problems\*, we are taking input variables and trying to map the output onto a \*continuous\* expected result function.

Linear regression with one variable is also known as "univariate linear regression."

Univariate linear regression is used when you want to predict a **single output** value from a **single input** value. We're doing **supervised learning** here, so that means we already have an idea what the input/output cause and effect should be.

## The Hypothesis Function

Our hypothesis function has the general form:

hθ(x)=θ0+θ1x

We give to hθ values for θ0 and θ1 to get our output 'y'. In other words, we are trying to create a function called hθ that is able to reliably map our input data (the x's) to our output data (the y's).

Example:

|  |  |
| --- | --- |
| **x (input)** | **y (output)** |
| 0 | 4 |
| 1 | 7 |
| 2 | 7 |
| 3 | 8 |

Now we can make a random guess about our hθ function: θ0=2 and θ1=2. The hypothesis function becomes hθ(x)=2+2x.

So for input of 1 to our hypothesis, y will be 4. This is off by 3.

## Cost Function

We can measure the accuracy of our hypothesis function by using a **cost function**. This takes an average (actually a fancier version of an average) of all the results of the hypothesis with inputs from x's compared to the actual output y's.

J(θ0,θ1)=12m∑i=1mhθ(x(i))−y(i)2

To break it apart, it is 12x¯ where x¯ is the mean of the squares of hθ(x(i))−y(i), or the difference between the predicted value and the actual value.

This function is otherwise called the "Squared error function", or [Mean squared error](https://eventing.coursera.org/api/redirectStrict/fbFii3AbdpM7zgB4VFNlCLW8kIS6nKZcRwIRMWwGzP6exdDWNnqc-ZTDS8JGCqy8PvJAhL2cqjmtXXq1jeUxHA.oK67EHhVIaEJw2Pl2fpGRQ.nC_FPrn1WwYrodzLBRdIpPrqaagc9vJ1esIa7Id97SGz--GMQ8_8PqAYx_23YOzII21N85X7vis3D8zxPQzcf1O1ueWriwX1GVdHt9DKqz1W5LpCxZ75bg189LOiQfVohOyIMQZE6vPbUjxv8VHaKOdU3haXqo_qWMKXGFedH92yv0Wt8wyAOE6k5LEsHw9fVDhRNyZj2q3MKXCNqZC3jjEJMrQvZKfrn2LdQ7r-wXnX59dAZAg7LLWDDhtmSAVeRzPQvmCuMIUgqoojVvk1xtB1WaGIo0ICyW8xiIuQ2GqQveCVtq3xtA9btBt-W_EOHexsjjWrx-NL3Dqh1frZOA). The mean is halved (12m) as a convenience for the computation of the gradient descent, as the derivative term of the square function will cancel out the 12 term.

Now we are able to concretely measure the accuracy of our predictor function against the correct results we have so that we can predict new results we don't have.

## Gradient Descent

So we have our hypothesis function and we have a way of measuring how accurate it is. Now what we need is a way to automatically improve our hypothesis function. That's where gradient descent comes in.

Imagine that we graph our hypothesis function based on its fields θ0 and θ1 (actually we are graphing the cost function for the combinations of parameters). This can be kind of confusing; we are moving up to a higher level of abstraction. We are not graphing x and y itself, but the guesses of our hypothesis function.

We put θ0 on the x axis and θ1 on the z axis, with the cost function on the vertical y axis. The points on our graph will be the result of the **cost function** using our hypothesis with those specific theta parameters.

We will know that we have succeeded when our cost function is at the very bottom of the pits in our graph, i.e. when its value is the minimum.

The way we do this is by taking the **derivative** (the line tangent to a function) of our cost function. The slope of the tangent is the derivative at that point and it will give us a direction to move towards. We make steps down that derivative by the parameter α, called the learning rate.

The gradient descent equation is:

repeat until convergence:

θj:=θj−α∂∂θjJ(θ0,θ1)

for j=0 and j=1

Intuitively, this could be thought of as:

repeat until convergence:

θj:=θj−α[Slope of tangent aka derivative]

## Gradient Descent for Linear Regression

When specifically applied to the case of linear regression, a new form of the gradient descent equation can be derived. We can substitute our actual cost function and our actual hypothesis function and modify the equation to (the derivation of the formulas are out of the scope of this course, but a really great one can be [found here](https://eventing.coursera.org/api/redirectStrict/yBFgwsa4tanKaD03r0rqV43q1DC43QVkRykdPHFr9bqX0C3B-BwprR1f_Xb5MmLQP8tw09j6pi3PtL1rpmIROA.drOXc-1zXPx3J-xfLPkHdg.QUGU3ALrMB7v888KNVrvsBqvoCcrOuxUcbqsOddDEnGHu3SeYUZrmP3W2wIONX41poBo3pJ9sss_RTHs-yWYHgjhXdmrUeb5x6e4LbfKB1Bh0FYeQCMqCg6jd2ESxoIFLwT7QmYIFJ4DVQBPyqK7pDGOQP-OEidFBhuzYdff9BQsOieeXxA3IhIVrQePwKiHl5w26FrFikiA25032POAjV5CvRcZdiH4ljwrH3YLDfmcXGR9TOB9m0A61AJ0eOjYG2E15jpoOH3Mu503RCj3j0mhn7bregGu8mmMU0QzQcFgw60NrZdxFGm1lgtAN2bXYBAl0aTksljErvx1cBuYrfww1DwKxalovopc-LjDICTUzvC7nKV7ir8m4bhy3N-zk8NF8nd-9NQ5Ih2xDA386GQkWKdpNMDWFJ_LgGyqeioDSOwxSpK91UTK-xMqV8OgxwnwtZ9eXds97BGfRdtnm7_XpqZ2053dCfhAezJAYAN_NEN64LDzUeWPGEiGx_W4cCu8QmDaaNnRYVj4hc_pjg):

repeat until convergence: {θ0:=θ0−α1m∑i=1m(hθ(x(i))−y(i))θ1:=θ1−α1m∑i=1m(hθ(x(i))−y(i))x(i)}

where m is the size of the training set, θ0 a constant that will be changing simultaneously with θ1 and x(i),y(i) are values of the given training set (data).

Note that we have separated out the two cases for θj and that for θ1 we are multiplying x(i) at the end due to the derivative.

The point of all this is that if we start with a guess for our hypothesis and then repeatedly

apply these gradient descent equations, our hypothesis will become more and more accurate.

## What's Next

Instead of using linear regression on just one input variable, we'll generalize and expand our concepts so that we can predict data with multiple input variables. Also, we'll solve for θ0 and θ1 exactly without needing an iterative function like gradient descent.

# Linear Algebra Review

Khan Academy has excellent [Linear Algebra Tutorials](https://eventing.coursera.org/api/redirectStrict/qBswKPL_IP2wKzTat7BPcpqHGk8kEYUybWY08srnXSe1CdF-WWDOzTllmd4BYTxWqOG_QSOXKsQ4zLEHohcPMA.ir7fTxLFGrjf1BQW5tGUaA.C_12HpXjxWCVtn0D8kjiYcy5-fHf6SXzJzI-WaMcYNd8yeDesHEZNA4fCC39Vf4OshW5AU-7HefTJcYkTCuYxVEeP9m8a8ClP0igugL3kJY6-zd3emeSIV0fvzLinrAHyqhURYuzQjQDanoWSriNLiuJKdw-e5j4y9z8eyjVocXcXvPuWUO56TFRNwtKMAudU_agyySTGq4jqoDEkNb0S0gi4itkXCbSHPVvPTE7R9fnVieM1xBQgAJB1mRzRT-LwkNIOlAcouAeJQ3Czm4qtdFmkE9SGcAZLjKnyQloLkQ8Q93xYWE7ipA2KbX9CIvR).

This online [Linear Algebra text](https://eventing.coursera.org/api/redirectStrict/DthI0nOFq-EQtQTK0C3wzdsygdFa0HbzyZwSbZtbmnK1VLBUJBSjgV5V1dXPGbo0fwtWvoJ8vaCt19ZDjwZ3ww.WyJKxw2R6fGG2HJ88oDrnw.yY-skj04Sc7Qh9eul_CkCoiclkhNZU1O9Cod31wzcU6V5wrixFjQK0O5FLH5cZWw92LEP2hPGS5OK_R7idePeEhel2zI7R1S7rvJfo1ZQIKERUpQiE2UrRRwgfOrlXwR5hd1JVeqjNSvqvSaHbB6GdfWfRJFGentUFsmpI05oXIm6C5y481h4awsIji11inKfj8I_mmF6xgRqwkgeBgYnGNyZWwkPnnkOtsaPfoTe0WziP0_i6vhBA_wNR9VZQx0LnUf7aLaqwMPVt3lCGStdLJe0URKxBwRhHJm-KHGK0bfrqWqdcHn2frVUk4xXgIjHkhhQFBBEa1ojDAx9qJ3D9bdJSJE-KokIdcyigedkK61UHkGnmH3ptRfWIRbtbh78v-CQ2IFwEaiilAl830Mcn40XJqwGwN1lalnDUtRGejazlUBu6ZiPAoxhkaT4tnyTOYpB30PQlbYKWk5Cxgi9YzkhCaWPLO71QG1A_t2uGc) is also an excellent resource, particularly for a proof of the normal equation.

## Matrices and Vectors

Matrices are 2-dimensional arrays:

A=abcdefghijkl

The above matrix has four rows and three columns, so it is a 4 x 3 matrix.

A vector is a matrix with one column and many rows:

wxyz

So vectors are a subset of matrices. The above vector is a 4 x 1 matrix.

**Notation and terms:**

\* Aij refers to the element in the ith row and jth column of matrix A.

\* A vector with 'n' rows is referred to as an 'n'-dimensional vector

\* vi refers to the element in the ith row of the vector.

\* In general, all our vectors and matrices will be 1-indexed.

\* Matrices are usually denoted by uppercase names while vectors are lowercase.

\* "Scalar" means that an object is a single value, not a vector or matrix.

\* R refers to the set of scalar real numbers

\* Rn refers to the **set** of n-dimensional vectors of real numbers

## Addition and Scalar Multiplication

Addition and subtraction are **element-wise**, so you simply add or subtract each corresponding element:

abcd+wxyz=a+wb+xc+yd+z

To add or subtract two matrices, their dimensions must be **the same**.

In scalar multiplication, we simply multiply every element by the scalar value:

abcd∗x=a∗xb∗xc∗xd∗x

## Matrix-Vector Multiplication

We map the column of the vector onto each row of the matrix, multiplying each element and summing the result.

abcdef∗xy=a∗x+b∗yc∗x+d∗ye∗x+f∗y

The result is a **vector**. The vector must be the **second** term of the multiplication. The number of **rows** of the vector must equal the number of **columns** of the matrix.

An **n x m matrix** multiplied by an **m x 1 vector** results in an **n x 1 vector**.

## Matrix-Matrix Multiplication

We multiply two matrices by breaking it into several vector multiplications and concatenating the result

abcdef∗wxyz=a∗w+b∗ya∗x+b∗zc∗w+d∗yc∗x+d∗ze∗w+f∗ye∗x+f∗z

An **m x n matrix** multiplied by an **n x o matrix** results in an **m x o** matrix. In the above example, a 3 x 2 matrix times a 2 x 2 matrix resulted in a 3 x 2 matrix.

To multiply two matrices, the number of **columns** of the first matrix must equal the number of **rows** of the second matrix.

## Matrix Multiplication Properties

\* Not commutative. A∗B≠B∗A

\* Associative. (A∗B)∗C=A∗(B∗C)

The "identity matrix", when multiplied by any matrix of the same dimensions, results in the original matrix. It's just like multiplying numbers by 1. The identity matrix simply has 1's on the diagonal and 0's elsewhere.

When multiplying the identity matrix after some matrix, the square identity matrix should match the other matrix's **columns**. When multiplying the identity matrix before some other matrix, the square identity matrix should match the other matrix's **rows**.

## Inverse and Transpose

The **inverse** of a matrix A is denoted A−1. Multiplying by the inverse results in the identity matrix.

A non square matrix does not have an inverse matrix. We can compute inverses of matrices in octave with the pinv(A) function [1].

The **transposition** of a matrix is like rotating the matrix once clockwise and then reversing it:

A=abcdef

AT=acebdf

In other words:

Aij=AjiT

## Footnotes

[1]: As described in the course video, this octave function computes the [pseudo inverse](https://eventing.coursera.org/api/redirectStrict/p0THlLioNDJMvRyXUKki4N3INQzaUxz5BlyiBkOPRpJSZCZZQNBlE0CxAmNm9lZqUrQP1NTwst98C9Ok4ee2Cg.PVVH773DfvBaN7vbQMDC1A.4a2CevSsryeE_01hoIX-cry1kx3I0joYLLVINyO49t2bUc6aZWyOZV4MDYV7TroLhGeJPHK6oWH_qmkc4At_Hj0nTSESk41yLKKPKuhcBmHZhfGJQ8LyiucDJvdPh-4AJg445tijlwcYsG8xfHm4AD_fmMhq3SdQ-_lrRhIv08VG8GO63jSLi_8YtngzWKNFl6BN52AILPJG7N_y4reaCJ6bF2yh66ugj1McxuybgjtsxdQawThFQJ1X4BtC59z90ONNUrsP2Biw-LH1WMQyQfH1vuV0Ghc-xEMWfXnkZCfOz3Q38Ph6x5sVlFHUUQGslv0GJJ0LckrbYPkD1PVRwwU1M9d9Gxn6DFLjxJG0g7cMPu7CdtBTzT-YfvwCkCzWqscWlCxU_qHymPbopf00dg) for singular matrices which do not have inverses.